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Abstract 

To evaluate the safety of construction site 

workers, deep learning models recognizing workers 

and safety equipment in construction site images are 

widely used. However, it is frequently observed that 

deep learning models based on supervised learning 

methods do not work well for unseen data in other 

domains having different visual characteristics. To 

address this issue, a novel method for generalizing 

semantic segmentation models was proposed. This 

method adopts two strategies: a domain adaptation 

method based on self-supervised learning and a 

copy-paste data augmentation. Source domain data 

with annotations (workers and hardhats) and target 

domain data without annotations are used for model 

training in a self-supervised learning scheme. The 

proposed model showed an improved generalization 

capability in semantic segmentation without 

annotation data of the target domain. 
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1 Introduction 

Computer vision technology has been actively 

investigated nowadays to analyze jobsite contexts from 

construction site images for safety management [1], [2]. 

For example, by identifying workers [3], [4] and their 

personal protective equipment [5]–[8], it is possible to 

determine whether the workers comply with safety rules 

for specific tasks. Convolutional neural network-based 

architectures, originated from LeNet-5 [9], show 

superior performance in visual tasks than other 

traditional recognition models due to the capability of 

representation learning from training data in the 

supervised learning manner. However, supervised 

learning-based models generally perform well on data 

similar to a source domain where training images come 

from and do not work well for unseen data in a different 

domain. If the training data do not include various 

visual characteristics of workers and safety equipment, 

the model is likely to fail in recognizing the same target 

objects in construction site scenes having different 

visual characteristics than the training data. Although 

this problem can be solved by collecting more training 

data for a new scene, generating a large amount of 

construction site annotation data consumes a lot of time 

and money since fine segmentation masks for workers 

and safety equipment should be annotated carefully. To 

address this problem, a new domain adaptation method 

was proposed for semantic segmentation models. The 

proposed domain adaptation strategy includes two main 

components: (1) self-supervised learning and (2) copy-

paste data augmentation for the model generalization to 

new data. 

2 Related works 

For jobsite safety management, previous studies 

have presented vision-based monitoring methods based 

on machine learning algorithms. In particular, 

supervised learning-based models have been utilized to 

recognize workers and personal protective equipment 

for ensuring the safety of workers exposed to numerous 

hazards. Fang et al. [6] trained a Faster R-CNN based 

Non-hardhat-use worker detection model using 81,000 

images collected from various weather, illumination, 

and visual range situations. Fang et al. [7] trained a 

worker detection network and harness classification 

network using 693 positive images having workers with 

a harness, and about 5,000 negative images having 

workers without a harness. Similarly, a significant 

number of training images are required to train a 

convolutional neural network-based model to have a 

robust recognition performance with respect to 

construction site scenes having diverse visual variations. 
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The preparation of such dataset is time-consuming and 

labor-intensive especially for semantic segmentation 

tasks since it entails a manual annotation task requiring 

high precision on segmentation masks. Training data 

preparation is often performed again to apply a model to 

a new target domain. To explore the potential of 

minimizing data preparation efforts on a new domain, 

this study proposes a novel domain adaptation method 

which generalize a pre-trained model on a source 

domain to a target domain. 

3 Methodology 

3.1 Domain Adaptive Semantic Segmentation 

The proposed method includes two steps: the first 

step is to train a semantic segmentation model using 

only a source domain dataset 𝑋𝑠 = {𝑥𝑠}  with 

annotations, and the second step is to adapt the model 

using a target domain dataset 𝑋𝑡 = {𝑥𝑡}  without 

annotations. The proposed adaptation method adopted 

prototypical pseudo label denoising Zhang et al. [10] 

which is a self-supervised learning technique. In the 

second step, pseudo labels are generated from the target 

domain using the model trained with a source domain in 

the first step, and representative features called 

prototypes are calculated. There are some noises in the 

pseudo labels caused by the difference between the 

source and the target domains. The noises of the pseudo 

labels are reduced using the distance between the 

prototype and each feature. 

The loss function of the semantic segmentation 

model here starts from the categorical cross-entropy 

(CE) loss:  

𝑙𝑐𝑒
𝑡 = −∑ ∑ 𝑦̂𝑡

(𝑖,𝑘)
log⁡(𝑝𝑡

(𝑖,𝑘)
)𝐾

𝑘=1
𝐻×𝑊
𝑖=1 , (1) 

where 𝑦̂𝑡
(𝑖,𝑘)

 is a pseudo label and 𝑝𝑡
(𝑖,𝑘)

⁡represents the 

softmax probability of the 𝑖th pixel of the target data 𝑥𝑡 
classified to the 𝑘thclass. The pseudo labels are adjusted 

using representative features called prototypes and the 

conversion function which outputs the hard labels from 

the probability, as 𝑦̂𝑡 = 𝜉(𝑝𝑡) . This process is 

formulated as follows: 

𝑦̂𝑡
(𝑖,𝑘) = 𝜉(𝜔𝑡

(𝑖,𝑘)𝑝𝑡
(𝑖,𝑘)

), (2) 

The weight 𝜔𝑡
(𝑖,𝑘)

is calculated as the softmax of the 

feature distance between the prototype and the feature 

point: 

𝜔𝑡
(𝑖,𝑘) =

exp⁡(−‖𝑓̃(𝑥𝑡)
(𝑖)−𝜂(𝑘)‖)

∑ exp⁡(−‖𝑓̃(𝑥𝑡)
(𝑖)−𝜂(𝑘

′)‖)𝑘′
, (3) 

where 𝑓 and 𝜂(𝑘) represents the momentum encoder of 

the feature extractor 𝑓 and the prototype of the 𝑘thclass, 

respectively. The prototype is calculated by the 

following equation: 

𝜂(𝑘) =
∑ ∑ 𝑓(𝑥𝑡)

(𝑖) ∗ I(𝑖 𝑦̂𝑡
(𝑖,𝑘) == 1)𝑥𝑡∈𝑋𝑡

∑ ∑ I(𝑖 𝑦̂𝑡
(𝑖,𝑘) == 1)𝑥𝑡∈𝑋𝑡

, (4) 

where I is the indicator function. The prototype changes 

in each iteration as the weights of the feature extractor 𝑓 

are updated. 

The total loss function in the domain adaptation 

network for the second step is as follows: 

𝑙𝑡𝑜𝑡𝑎𝑙 = 𝑙𝑐𝑒
𝑠 + 𝛼𝑙𝑐𝑒(𝑝𝑡 , 𝑦𝑡̂) + 𝛽𝑙𝑐𝑒(𝑦𝑡̂ , 𝑝𝑡)

+ 𝛾1𝑙𝑘𝑙
𝑡 + 𝛾2𝑙𝑟𝑒𝑔

𝑡 , (5) 

where 𝑙𝑘𝑙
𝑡  and 𝑙𝑟𝑒𝑔

𝑡  denotes a Kull-back—Leibler 

divergence loss and a regularization loss, respectively, 

for making features compact, which enables denoising 

easier. 𝛼, 𝛽, 𝛾1,⁡ and 𝛾2  are hyper-parameters for each 

loss term. 

3.2 Copy-paste Data Augmentation 

Training data with diverse visual features help deep 

learning models to avoid overfitting and generalize well 

on unseen data. To increase the visual diversity in the 

training data which do not have annotations of the 

source domain, a copy-paste data augmentation method 

was employed. Figure 1 shows the copy-paste data 

augmentation framework. First, one of the target 

domain images is randomly selected. Second, the area 

containing the foreground is removed. Lastly, instances 

from the source domain data are pasted into the 

background of the target domain. In this way, deep 

learning models can learn the features of the target 

domain background and the diversified boundaries 

between the foreground and the background. 
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Figure 1. Copy-paste data augmentation process. 

The upper part of (c) is an augmented image, and 

the lower part shows its annotations. 

3.3 Domain Adaptation Index (DAI) 

Domain Adaptation Index (DAI) is developed for 

evaluating the domain adaptation performance of 

segmentation models, as shown in Equation (6). This 

index evaluates how well a model performs on the 

target domain without target domain annotations. That 

is, the model will be trained with images from the 

source and target domains, but annotations are only 

provided by the source domain. When DAI is 1, the 

domain adaptive model achieves the same performance 

as the model trained with the target domain data and its 

annotations. 

DAI = 
𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 𝑜𝑓 𝑎 𝑚𝑜𝑑𝑒𝑙 𝑡𝑟𝑎𝑖𝑛𝑒𝑑 𝑤𝑖𝑡ℎ𝑜𝑢𝑡⁡𝑡𝑎𝑟𝑔𝑒𝑡⁡𝑑𝑜𝑚𝑎𝑖𝑛 𝑎𝑛𝑛𝑜𝑡𝑎𝑡𝑖𝑜𝑛𝑠

𝑃𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 𝑜𝑓 𝑎 𝑚𝑜𝑑𝑒𝑙 𝑡𝑟𝑎𝑖𝑛𝑒𝑑 𝑤𝑖𝑡ℎ 𝑡𝑎𝑟𝑔𝑒𝑡⁡𝑑𝑜𝑚𝑎𝑖𝑛⁡𝑎𝑛𝑛𝑜𝑡𝑎𝑡𝑖𝑜𝑛𝑠
 

(6) 

4 Experiments 

In this study, one source domain dataset and two 

target domain datasets were used in experiments. All 

datasets were collected from three videos of scaffold 

installation operations at the Sinchon Campus of Yonsei 

University. Image samples are shown in Figure 2. 

Target domain 1 differs only in scale from the source 

domain, and target domain 2 differs in the workers’ 

appearance and the background. DeepLabV2 [11] was 

used as the semantic segmentation model.  

The semantic segmentation performance of target 

domains 1 and 2 is shown in Table 1 and Table 2, 

respectively. In Table 1 and Table 2, Source-only is a 

DeepLabV2 trained with the source domain data only, 

and Upper bound is a DeepLabv2 trained using the 

target domain data with their annotations. The 

performance is shown in four measures: the first and the 

second measures are the Intersection of Union (IoU) of 

workers and hardhats, respectively, the third measure, 

mIoU, is a mean of IoU for all target classes, and the 

last measure is DAI obtained by dividing the mIoU of 

the model by the mIoU of the Upper bound.  

 

Figure 2. Sample images of each dataset 

 

It was observed that the generality of the 

segmentation model was improved by the proposed 

method. When the domain adaptation and copy-paste 

data augmentation were applied, mIoU increased 

compared to Source-only in both target domains 1 and 2. 
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The highest DAI for target domains 1 and 2 were 81.10% 

and 84.61%, respectively. Especially for target domain 

2, which has different visual characteristics from the 

source domain, mIoU were improved 8.78 and 27.49 

percentage points, respectively.  

Table 1. Semantic segmentation performance of target 

domain 1 (D represents the domain adaptation strategy, 

and C represents the copy-paste strategy). 

 D C IoUworker IoUhardhat 
mIoU 

(%) 

DAI 

(%) 

Source-

only 
- - 42.01 59.93 50.97 68.16 

Ours 

√ - 54.28 59.63 56.96 76.17 

- √ 62.10 59.20 60.65 81.10 

√ √ 63.95 55.21 59.58 79.67 

Upper 

bound 
- - 76.25 73.31 74.78 - 

Table 2. Semantic segmentation performance of target 

domain 2 (D represents the domain adaptation strategy, 

and C represents the copy-paste strategy). 

 D C IoUworker IoUhardhat 
mIoU 

(%) 

DAI 

(%) 

Source-

only 
- - 45.82 37.71 41.77 50.47 

Ours 

√ - 49.68 51.42 50.55 61.08 

- √ 65.66 72.86 69.26 83.69 

√ √ 70.19 69.85 70.02 84.61 

Upper 

bound 
- - 85.11 80.41 82.76 - 

Experimental results for target domain 1 are shown 

in Figure 3. The Source-only model incorrectly 

predicted a large number of pixels in the background as 

the worker category. Although the noise was partially 

removed by the domain adaptation model, it missed 

some parts of hardhats. This result accounts for the 

increment of the IoUworker  and the decrement of the 

IoUhardhat  between the source-only model and the 

domain adaptation model. The copy-paste model well 

identified the workers’ arms and legs, and all the 

hardhats. When domain adaptation and copy-paste 

methods were applied together, a few numbers of 

hardhats were lost and the shape of the workers, which 

resulted in 3.99 percent point decrement of IoUhardhat. 

 

Figure 4 shows a test image, its ground truth, and the 

segmentation results of four different segmentation 

models. Unlike target domain 1, where the background 

scene was the same but only different in scale to the 

background of the source domain, scenes of target 

domain 2 differs from the source domain scene. The 

source-only model misclassified many background 

pixels. The domain adaptation model removed the 

misclassified noise, and as a result, IoUhardhat  was 

improved by 13.71 percent points. The copy-paste 

strategy worked effectively for the segmentation of 

target domain 2. It is conjectured that the copy-paste 

augmentation contributes to generating boundary 

information between target objects and the target 

domain background. The domain adaptation strategy 

decreased the IoUhardhat  while improving the  

IoUworker , resulting in the increase in mIoU by 0.76 

percent points.  

 

 

Figure 3. Example test image and the segmentation results of target domain 1 
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5 Conclusion  

This study aims to increase the generalization 

capability of a semantic segmentation model for 

workers and hardhats. To address the generalization 

problem, a self-supervised learning-based domain 

adaptation and a data augmentation method were 

experimented for scaffolding installation site images.  

The proposed methodology showed the potential of 

generalizing a semantic segmentation model without 

additional annotation efforts. The model with the copy-

paste strategies achieved a 9.68 percent point increment 

in mIoU compared to the model trained only with 

source data for target domain 1. The model 

incorporating the domain adaptation and the copy-paste 

strategies achieved a 28.25 percent points increment in 

mIoU compared to the model trained only with source 

data for target domain 2. This improvement is 

remarkable in that the model did not use new 

annotations from the target domain. 

Future study will be conducted to reduce the 

remaining gap between the highest mIoU of the 

proposed model and the upper bound model. Additional 

target domains will also be tested in future study to 

validate the effectiveness of the proposed method.  
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